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Machine Leaning from
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L Alphabets and Stings

= X : a finite set of symbols and called an alphabet
= X" : the set of all finite strings (sequences) consisting of

the symbols 1n X.
= An empty string is denoted by «.
m 2T=2%— {8}
= The size of a string w, denoted by | w |, 1s the total number of
symbols occurring in w.

Examples
s 2 ={a, b}
>*={g, a, b, aa, ab, ba, bb, aaa, aab,... }
l@aa|=laab|=3,la|=1|b|=1, |e|=0
s X={ATC G}
> =1, AT, C G AA .. AGTA, . AAA,. . }



L Question

= Assume that we have provided
C c 2*: a finite set of positive examples, and
D c X*: a finite set of negative examples
suchthat C D = .

= Develop a computer program to find a rule
which accepts all positive examples and rejects
all negative examples.



i Examples

Example 1

C, = {ab, aab, abaab, aaab, aaaabbbb,abab}
D, = {a, b, bbbb, abba, baaaaba, babb}

= [t could hold that every string in C, starts with a and
end with b.

Example 2

C, = {ba, bababa, babababa, bababababa}
D, = {a, b, bbbb, abb, baaaaba, babbb}

= [t might hold that every string in C, is made of some
repetition of ba.
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i Examples

Example 3

C, ={aaabbb, ab, aaaabbbb, aaaaabbbbb, aabb}
D, ={a, b, bbbb, abb, baaaaba, babbb}

= Every string in C; consists of two strings: The first
string consists only of a’s, and the second consists of
the same number of b’s.

Example 4
C, = {aa, abaaba, aaaaaaa, baaab, abab}
D, = {a, b, bbbb, abb, bbbbbbba, babbb}

= Ineverystring in C, has more than two a’s.



i The First Problem

= What is the grammar and vocabulary with which
we represent the rule to distinguish C and D?

= In the linear classification case, the rule to be found
is represented 1n the form of (w, X) + C s.t.

XeC=> W, x)+c=>0
XeD= Ww,x)+c<0

7 = The region including C i1s
o Rl represented with an
*.° inequation
[ /
R (W, X)+c=>0
/7 @
/ 7




L Solutions to the Problem

= We adopt some representation method with which
we represent a subset of 2* which includes C.

= Since the rule found by some learning mechanism 1s
expected to be “general”, the set should be sufficiently
large.

Rules should not overfit the examples.

= A rule which represents a rule 1s sometimes called a
predicate.



i Examples

Example 1

C, = {ab, aab, abaab, aaab, aaaabbbb,abab}
D, = {a, b, bbbb, abba, baaaaba, babb}

= The rule which 1s output by a learning machine
would represent a set

L, = {ab, aab, abb, aaab, aabb, abab, abbb,
aaaab, aaabb, ..., abaab, ..., abbbb,
..., aaaabbbb, ...}



L Examples

Example 3

C, ={aaabbb, ab, aaaabbbb, aaaaabbbbb, aabb}
D, ={a, b, bbbb, abb, baaaaba, babbb}

= You may imagine that the rule which 1s output by
a learning machine would represent a set

L, = {ab, aabb, aaabbb, aaaabbbb, aaaaabbbbb,
aaaaaabbbbbb,...}
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L Formal Languages

= Every subset of X*1s called a formal language.
Example
> =1{a, b}, X*={¢ a, b, aa, ab, ba, bb, aaa, aab,... }
L, = {aab, abb, aaab, aabb, abab, abbb,... }
L, = {ab, aabb, aaabbb, aaaabbbb.... }

T
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]L An Instance of the Abstract Learning

= A language L which contains C (yes) and excludes D
(no) 1s to be learned

= The language L 1s represented by some predicate p,
with some representation f .

s Let L(f)={x € Z*| ps(X) } for a predicate p; defined
with f .

Then the search space (version space) 1s
L={L(f)|feH}.
where H is the set of representations f.
= The training examples are provided as the sets C and D.

= A learning algorithm 1s provided.
12



i An Instance of the Abstract Learning

= As an instance of the formulation
argIninfeH (2 X eData LOSSG? X) t A P(f ))
learning languages can be formalized with letting
H : the set of all representation,
f . an representation,
Data : a finite set of pairs X = <w, s> of a string with

asignsuchthats=+1fwe Cands= - 1fw e D,
01if X=<w,+>andw e L(f)
Loss(f, X) = or X =<w, —>andw ¢ L(f),

-1, otherwise.
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i Three Types of Representation

= We mtroduce some predicates which distinguishes
strings 1n a formal language, and exclude strings outside
of the formal language.

Xxe C= X e L(H
xe D= x ¢ L(0)

s The predicates are categorized into three types:
= Algorithms for recognizing formal languages
= Monomials just like in algebra

= Grammar for defining formal languages

= Analogy to the cases of numbers would be helpful to
understand the first and the second. y



’L Polynomials as Predicates

m Letus consider sets of natural numbers.

= Natural numbers are 0, 1, 2,... and N denotes the set of all natural numbers.
m For example, let us consider the sets
F={XxeN:x=2y forsomeyeN }
P={XxeN:x=2y+] for someyeN }

m Then

F={2x0,2X1,2%2,2%3,...} =1{0,2,4,6, ...}
P={2X0+1,2X 1+1,2X2+1,2%X3+1,...} = {1,3,5,7, ...}
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L Polynomials as Predicates

m Letus consider sets of natural numbers.

= Natural numbers are 0, 1, 2,... and N denotes the set of all natural numbers.
m For example, let us consider the sets
E = { xeN :xIs aneven number}
O = {xeN :x s an odd number}
What is “even”? What is “odd”?

= To see whether a number X 1s an even number or odd, apply the
following algorithm:

Step 1 : Divide X with 2 and see the remainder Y.
Step 2 : If y 1s equal to 0, then answer “ X 1s an even number”

else answer ““ X 1s an even number”’

16
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Algorithms and Automata
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AAAI Turing Lecture "*
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2012 THE ALAN TURING YEAR

A Centenary Celebration of the Life and Work of Alan Turing

e To link to this webpage please use the url: http:/lwww.turingcentenary.eu/ - and add the ATY lego
(suitably resized) to your webpage. See also pdf version or monochrome version

e If you wish to be included in the Turing Centenary email list, please enter your email address here
[ suBmIT

and press Submir:|

The Alan Turing Year on Facebook - and on Twitter

ATY Press and Media Contact - Daniela Derbyshire - email: turing @ live.co.uk

The Turing Test

a one-hour opera, sung in English
UK tour 2012 - help us make it happen!

| H Search ]

June 23, 2012, is the Centenary of Alan Turing’s birth in London. During his relatively
brief life, Turing made a unigue impact on the history of computing, computer science, artificial
intelligence, developmental biology. and the mathematical theory of computability.

ALAN TURING

News

19.04.12

GCHQ releases two
codebreaking papers by Alan
Turing

09.04.12
The biography of Alan M Turing by
his mother Sara appears

06.04.12
Manchester Pride Festival to
honour Alan Turing

s A. Turing: On computable numbers, with an
application to the Entscheidungsproblem, 1936.
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i Observation by Turing (1)

= Computing is normally done by writing certain
symbols on paper. We may suppose this paper

1s divided into
book.

squares like a child's arithmetic

= | assume then that the computation 1s carried
out on one-dimensional paper, 1.€. on a tape

divided into sg

uares.
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’L Observation by Turing(2)

= The behaviour of the computer at any moment 1s
determined by the symbols which he 1s
observing and his “state of mind” at that
moment.

20



i Observation by Turing(3)

= We will also suppose that the number of states
of mind which need be taken into account 1s
finite.

56
O
O O
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i Observation by Turing(4)

(a) Changes of the symbol on one of the observed
squares.

(b) Changes of one of the squares observed to
another square within L squares of one of the
previously observed squares.

A. A possible change (a) of symbol together with
a possible change of state of mind.

B. A possible change (b) of observed squares,
together with a possible change of state of
mind.
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i Dividing x by 2 (1-1)

B|a

d

d | d

d

a | B

B

B

1

i a/B, R
B/B, R
(9

B/B R

a/a, L Q a/B, L

a/a L

B/B R

a/a, R @
/B,

4

a/a R

L
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i Dividing x by 2 (1-2)

B B|ala|a|la|a|B|B|B|B




i Dividing x by 2 (1-3)

BIB|a|a|a

d

a| B

B

B

1

a/a L

B/B R

B/B R

a/a, R @
/B,

ia/B R
B/B, R
@ a/a, L Qa/B L

4

a/a R

L
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i Dividing x by 2 (1-4)

BIB|a|a|a

d

a| B

B

B

I

a/a L

B/B R

B/B R

a/a, R @
/B,

ia/B R
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4

a/a R

L
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i Dividing x by 2 (1-5)

B B|ala|a|la|a|B|B|B|B
a/aR
TB/BR
iy a/B, R a/a, R @
B/B, R /B,L
a/aL a/B, L
Qs 4
B/B, R
a/aL
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i Dividing x by 2 (1-6)

BIB|a|a|a

d

a B

B

B
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a/a R

L
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i Dividing x by 2 (1-7)

BIB|a|a|a

d
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B
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i Dividing x by 2 (1-8)

B B|ala|a|la|a|B|B|B|B
B/B ? a/a R
a/B, R a/a, R @
B/B, R /B,L
@ a/a, L Q a/B, L 4
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i Dividing x by 2 (1-9)

BIB|a|a|a

a/B|B|B

B

i
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i Dividing x by 2 (1-10)

B/ B|a|a

d

d
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B
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i Dividing x by 2 (1-11)

B|B

d

d

d

d

B/ B|B

B
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i Dividing x by 2 (1-12)

B/ B/B|laja

o

B|B

B
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i Dividing x by 2 (1-13)

B/ B|B|a

d

B
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i Dividing x by 2 (1-14)

BBBaa

B
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i Dividing x by 2 (1-15)

BBBa

d

B
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i Dividing x by 2 (1-16)

BBBB

d

B

B|B|B

B
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i Dividing x by 2 (1-17)

B|B

B

B | a

B

B|B|B
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i Dividing x by 2 (1-18)

B/ B|B|B

B

B
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i Dividing x by 2 (1-19)
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B
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i Dividing x by 2 (2-1)
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i Dividing x by 2 (2-2)

BB ala
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B
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i Dividing x by 2 (2-3)
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i Dividing x by 2 (2-4)
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i Dividing x by 2 (2-5)

B B|ala|a|la|a|a|B|B|B
a/aR
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iy a/B, R a/a, R @
B/B, R /B,L
a/aL a/B, L
Qs 4
B/B, R
a/aL
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i Dividing x by 2 (2-6)
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i Dividing x by 2 (2-7)
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i Dividing x by 2 (2-8)
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i Dividing x by 2 (2-9)
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i Dividing x by 2 (2-10)
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i Dividing x by 2 (2-11)
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i Dividing x by 2 (2-12)
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i Dividing x by 2 (2-13)

B/ B/B|laja
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i Dividing x by 2 (2-14)
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i Dividing x by 2 (2-15)
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i Dividing x by 2 (2-16)
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i Dividing x by 2 (2-17)

B/ B|B|B]|a

B| B

B

/B, R
Jo oF
a/B, R a/a, R
B/B, R
4 a/a, L @ a/B, L
C > B/B, R
afa L

58



i Dividing x by 2 (2-18)
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i Dividing x by 2 (2-19)
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i Dividing x by 2 (2-20)
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i Dividing x by 2 (2-21)
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!'_ Strings and Automata
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i A Simple Instance of TM

al/bla|/blala]a

b

=

d

Machines of this type are cal

A change of observed
squares left to right
only, together with a
possible change of
state of mind.

No change of symbols
in the squares.

led finite state automg}ta.



L A Simple Restriction

a/lblalblalalalb
I - = The input string is
0

accepted by the

3 finite state
0 @' 3 automaton 1iff the
_/
'

transition ends at a
b a |[b finial state.

= The set of all strings
' b accepted by the
O a,b automaton 1s a

formal language.

L(M) = {aab, abb,aaab, aabb,abab, ,... }
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i A Simple Restriction

a/blalblajlalalb

I ‘ s The automaton is
represented in the
3 form of a table.
o d Flalb

b d Jo g; 105

b
‘ d, d; 19
' D |V 4|9
O a,b 05 J; 1 Qs




]L Representation of Finite State Automata

= Mathematically, a finite state automaton 1s represented

in the form M=(%, S, 9, s, F)
where
2. 1s the alphabet,
S 1s a set of states,
0 : SX X — Sis a transition function
represented as a transition table,
g, € S 1s an 1nitial state,

F — S is a set of final states.

Jo

Um
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i Finite Automata of One State
M

0 Ml
a,b alb
Fla|b Elalb
%o Yo | Yo Qo | V | Go | Yo

L(My) = © L(My) = 2°



L Exercise 1

= Explain the languages in English accepted by the
following FAs.

a, b
Flal|b Fla|b
Jo o | Oy Jo o | Oy
;| V|14 | Yo | v |0, | Y
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i Exercise 2

» For each of the following languages, give an FA
which accepts it.

L, = { w | w starts with @ and ends with b}
L, = { w| w is constructed by repeating ba more

than once}
L, = { w|w has more than two a’s }
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i Pumping Lemma

If a language L 1s accepted by a finite
state automaton, there 1s N > 0 such that for every
string W with | W | > N in L can be divided into
three strings W = Xyz so that

y#¢g,|XZ| <N, and xy...yz € L forall k> 0.
k

Example

For L, = { w| w starts with @ and ends with b}, N = 3, and
X =a, z=Db for every w with |w|> 3.

For L, = { w| w is constructed by repeating ba more than
once},N=4,x=Db,z=aforeverywwith |w|>4.




i Application of Pumping Lemma

= No finite automaton accepts the language
L,={w|w=a"Db" n>1}.

= C" means CC...C.
n
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